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## Introduction

“When dealing with people, remember you are not dealing with creatures of logic, but creatures of emotion.” Dale Carnegie [2]. Emotions play an extremely important role in human mental life [3]. Nowadays, most people are constantly interacting with virtual voice assistants such as Siri and Alexa, some of these interfaces ignore the user's emotional state which leads to these assistants being perceived as cold, socially inept, untrustworthy and incompetent [4]. Speech Emotion Recognition (SER) can be defined as extraction of the emotional state of the speaker from his or her speech signal. Because of this, SER is becoming an increasingly relevant task [3]. Speech is an important means of transmitting a wide variety of information, which also includes emotional cues. SER has become the subject of various research efforts in recent years. SER is faced with several challenges including the fact that it is a relatively small field. There is also a lack of official standards in the definition of emotion. Different listeners may have different views on the feelings of the same voice. In addition, a segment of speech often has emotional changes and strong subjectivity, which leads to the lack of universality of much research works. SER can be used for different purposes in many areas like Education, Security, Communication and Health.

Facial expression is one of the most expressive ways for human beings to deliver their emotion, intention, and other nonverbal messages in face-to-face communications. In face-to-face interactions, people express themselves through several different modalities, not just speech [1]. Therefore, in this project, we aim to visualize the emotions of the speaking person through the generation of an appropriate avatar that reflects the detected emotions. Avatars are highly distinctive and easily recognizable, they may be used in a range of applications as mentioned above...

## Motivation

An application that detects emotions from voice and visualizes these emotions through an avatar can be used in many fields. It can be used in the medical field for therapy, where it can help people who have social phobias to communicate easily with others. In games, it can deliver a virtual reflection of a player’s emotions while protecting their privacy. Such an application can also be beneficial in customer service where it can aid the call center workers in quickly recognizing the emotions of the calling customers. It can also be useful in E-learning and virtual meetings as it can help the teachers to detect the state of the students throughout the sessions. In addition, it also supports privacy as you can use a photo that isn't yours or by using a default avatar.

## Objectives

Apply recent advances in speech emotion recognition research.

Visualize the recognized emotions (Happy, Sad, Fearful, Calm, Angry) through the generation of avatars with facial expressions that correspond to the detected emotion.

Create an application where the user could communicate with people and all his/her emotions are delivered to them through an avatar without needing to open the camera.

Experiment with additional features to further personalize the avatars while preserving the identity of the original speaker.

## Main Modules/Functionalities

1. Extract Emotions (happy, sad, angry, fearful, calm) from Audio
2. Create Avatar based on emotions.
3. Create customizable Avatar.

## Work Plan

Survey recent research works in the field.

Select the appropriate datasets and techniques to be used.

Design the system architecture.

Implement the speech emotion recognition module.

Implement the avatar creation module.

Apply model enhancement and evaluation.

Experiment with additional features.

Deployment.

|  |  |  |
| --- | --- | --- |
| **Project Activities** | **Start Date** | **End Date** |
| Survey & Learning | 1/10/2023 | 15/11/2023 |
| *…* Requirement Specifications  Project Analysis  Use cases  ER Diagrams  Sequence Diagram  . . .  Project Design  Project Architecture  User Interface Design  . . .  Project Testing  Modules Testing  Modules Integration  . . .  Team Work  Weekly Team Member/Tasks table  Requirement Specifications | 16/11/2023 | 21/11/2023 |
| Project Analysis  Use cases, ER Diagrams, Sequence Diagram… | 22/11/2023 | 26/11/2023 |
| Project Design  Project Architecture  User Interface Design | 27/11/2023  1/12/2023 | 30/11/2023  4/12/2023 |
| Project Implementation (according to the [specified modules](#_Main_Modules/Functionalities))  Module#1: Speech emotion recognition.  Module#2:Avatar Generation based on emotions  Module#3:Additional Features | 5/12/2023  6/1/2024  7/2/2024 | 5/1/2024  6/2/2024  28/2/2024 |
| Project Testing  Modules Testing  Modules Integration | 28/2/2024  14/3/2024 | 13/3/2024  29/3/2024 |
| Project Documentation | 9/10/2023 | 30/5/2024 |
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